
FMRI single subject analysis 

• Overview 


• Setting up a GLM model


• Contrasts and statistics



Model
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Fit model to data

predicted responsetime

measured timeseries at 
marked voxel 

• Look for voxels that have a BOLD timeseries 
similar to the model



Example Experiment
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The full experiment
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• Three types of events

• 1st type: Word Generation

• 2nd type: Word Shadowing

• 3rd type: Null event


• 6 sec ISI, random order

• 24 events of each type



How to analyze the data?
1. Set up regressors


2. Fit the regressors to the data


3. Set up contrasts to compare conditions


4. Perform statistical inference


What do we know the brain should be doing during the experiment?

= Explanatory variables, Design Matrix, Model

Combine the regressors in a way that is most similar to the observed data

= Parameter Estimates (PE), Betas, Effect Sizes

Compare conditions by doing simple arithmetic

= Contrast of Parameter Estimates (COPE)

Often t-test to see if COPE is bigger than zero



Defining regressors



Predicted response to word generation

445 seconds

⊗ =
HRF

=
445 seconds



Voxel-wise analysis

Looking for voxels interested in during word generation

445 seconds
prediction

+



Subsampling to TR
Event timings at 
“high” resolution

⊗ Convolve with 
HRF

Predictions at 
“high” resolution

Sub-sample at TR 
of experiment

Regressor



What about baseline?

•Set up separate regressors for each condition of interest 

•Word generation

•Word shadowing


•The mean BOLD value is uninteresting in an FMRI session


• There are two equivalent options:


1. Remove the mean from the data and don’t model it (FSL 1st level; i.e. a 
regressor for the baseline is not included)


2. Model the mean (FSL group & SPM 1st level + group)



Your new friend: the GLM
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Parameter Estimates
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Estimation: finding a good fit

+

≈ β1· + β2·

Word 
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0.5 0.5Let’s try 
these 

parameter 
values

The estimation entails finding the parameter values such that the linear 
combination “best” fits the data



Estimation: finding a good fit
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Hmm, not a 

great fit



Estimation: finding a good fit
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≈ β1· + β2·
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Estimation: finding a good fit
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≈ β1· + β2·

Word 
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1.04 -0.10
But that looks 

good



Estimate PEs separately for each voxel

+

≈ β1· + β2·
1.10 1.02



Estimate PEs separately for each voxel

+

≈ β1· + β2·
-0.04 -0.03



Beta maps
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Residuals

�
Residual errors

Difference between data and 
best fit: “Residual error”

Used to calculate 
t-statistic
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The GLM framework 

Gaussian noise

(temporal autocorrelation)Design MatrixData from 


a voxel
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Explanatory Variable (EV)

Regression parameters,
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Choosing the high pass filter

Cut-off=100sCut-off=100s Cut-off=250s



Contrasts



Research questions

Which areas of the brain are significantly activated during word generation 
compared to baseline?


Which areas of the brain are significantly more activated during word generation 
compared to word shadowing?
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Possible contrasts 
• [1 0] :  EV1 vs baseline


• [0 1] :  EV2 vs baseline


• [1 1] :  Mean of EV1 and EV2


• [-1 1]:  More activated in EV2 than EV1


• [1 -1]:  More activated in EV1 than EV2 



COPEs = simple arithmetic
• [1 0] :  1  x 1.04 + 0  x -0.10 = 1.04


• [0 1] :  0  x 1.04 + 1  x -0.10 = -0.10


• [1 1] :  1  x 1.04 + 1  x -0.10 = 0.94


• [-1 1]: -1 x 1.04 + 1  x -0.10 = -1.14


• [1 -1]: 1  x 1.04 + -1 x -0.10 = 1.14 

+

β2  = -0.10
β1 = 1.04

Use t-test to 
determine if COPE is 
significantly greater 

than zero

• [1 0] : 


• [0 1] : 


• [1 1] : 


• [-1 1]:


• [1 -1]: 



• [1 0] :  1  x 1.04 + 0  x -0.10 = 1.04


• [0 1] :  0  x 1.04 + 1  x -0.10 = -0.10


• [1 1] :  1  x 1.04 + 1  x -0.10 = 0.94


• [-1 1]: -1 x 1.04 + 1  x -0.10 = -1.14


• [1 -1]: 1  x 1.04 + -1 x -0.10 = 1.14 

• [1 0] : 


• [0 1] : 


• [1 1] : 


• [-1 1]:


• [1 -1]: 

COPE images
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t-statistic
t =

COPE

std(COPE)

[1 0]

The Model and the Residual Errorthe Contrast
�



t-statistic
t =

COPE

std(COPE)



F-contrasts

• Allows you to ask if any condition is significant


• Is there activation to any condition?


• Does any regressor explain variance in the data?


• F-contrasts are not directional


• F-statistic compares full model to reduced model 



Temporal autocorrelation

Uncorrected, this causes:
- biased stats (increased false positives)
- decreased sensitivity

FSL fixes it for you in FEAT!
Cannot use randomise (see later) because of autocorrelation 



Multiple comparisons



This afternoon: inference

Which areas of the brain are significantly activated during word generation 
compared to baseline?


Which areas of the brain are significantly more activated during word generation 
compared to word shadowing?
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Spontaneous ‘resting-state’ fluctuations in neuronal activity offer insights 
into the inherent organization of the human brain, and may provide markers 
for diagnosis and treatment of mental disorders. Resting state functional 
magnetic resonance imaging (fMRI) can be used to investigate intrinsic 
functional connectivity networks, which are identified based on similarities 
in the signal measured from different brain regions. 

From data acquisition to interpretation of results, Introduction to Resting 
State fMRI Functional Connectivity discusses a wide range of approaches 
without requiring any previous knowledge of resting state fMRI, making it 
highly accessible to readers from a broad range of backgrounds.
 
Supplemented with online datasets and examples to enable the reader to 
obtain hands-on experience working with real data, this primer provides 
a practical and approachable introduction for those new to the field of 
resting state fMRI.
 
The Oxford Neuroimaging Primers are short texts aimed at new researchers 
or advanced undergraduates from the biological, medical or physical 
sciences. They are intended to provide a thorough understanding of the 
ways in which neuroimaging data can be analyzed and how that relates to 
acquisition and interpretation. Each primer has been written so that it is 
a stand-alone introduction to a particular area of neuroimaging, and the 
primers also work together to provide a comprehensive foundation for this 
increasingly influential field.
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• Part of a series of Oxford Neuroimaging Primers


• https://www.fmrib.ox.ac.uk/primers/appendices/
glm.pdf


• Work on a full primer book on the GLM is in 
progress!

FREE

https://www.fmrib.ox.ac.uk/primers/appendices/glm.pdf
https://www.fmrib.ox.ac.uk/primers/appendices/glm.pdf


That’s all folks


